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Abstract 

Room acoustics simulations are often validated by comparing the simulation results with 
measurement results of an existing room. The results obtained with the simulations, however, 
strongly depend on the input data, in particular the boundary conditions. For geometrical 
acoustics simulations, it is generally sufficient to describe the acoustical properties of walls and 
surfaces by absorption coefficients. These can be determined by classical methods, such as 
impedance tube measurements or by conducting a reverberation chamber measurement. For 
existing rooms however, it is preferred to acquire the boundary conditions by in-situ 
measurements or look up the data in absorption coefficient databases. Another option is to 
determine the absorption coefficient by an inverse calculation based on the measured room 
impulse responses of the investigated room. This work presents and compares the boundary 
conditions determined by the different mentioned methods and their impact on the simulation 
results in case of a practical scenario. 
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Acquisition of boundary conditions for a room 
acoustics simulation comparison 

1 Introduction 
If room acoustics simulation models are applied in research and/or the industry these models 

should have been validated for similar use cases. Such a validation can be done by referencing 

simulation results to measurements of an existing space. While a standardized room acoustics 

measurement is regarded as an established tool to describe the acoustical behaviour of the 

room with sufficient accuracy, the simulation process includes a great amount of variability and 

uncertainties leading to substantially different results [1]. The user has to choose from several 

methods to acquire and define data for the boundary conditions, has to model the room 

geometry appropriately and a suitable simulation model has be selected and configured. All 

these aspects might lead to relevant deviations of simulation results ran by two different users, 

even if all other parameters are kept identical.  

Several validations of room acoustics simulations have been conducted in the past, often 

containing very simple, controlled scenarios (e.g. [2]) or representing typical examples for the 

application of the investigated simulation model [3][4].  

The three previous international Round Robins on room acoustical simulations represent the 

most comprehensive comparison of several simulation solutions to measurements. Recently, a 

new comparison of simulation software, the first international Round Robin on Auralization was 

initiated by the SEACEN research group (see http://rr.auralisation.net for more information). 

Within this project, multiple rooms and scenarios relevant to room acoustics simulation are 

analysed and compared in listening experiments.  

Round Robin on room acoustical simulation 
The first organized comparison of room acoustic simulation software was conducted in the mid-

90s by the PTB Braunschweig [5]. In total 14 participants submitted simulation results for a mid-

sized auditorium. Single number room acoustic parameters for the 1 kHz octave band were 

compared. In the later round robins the evaluation was extended to more octave bands, the 

investigated room was a Swedish concert hall in the second Round Robin [6] and a music 

studio in the third Round Robin [7][8]. The first two comparisons each contained two phases, in 

which the boundary conditions of the rooms were either described verbally and by images, or by 

providing a set of absorption (and diffusion/scattering) coefficients. As in the first two round 

robins the phases containing a free parameter choice lead to large deviations of the results, in 

the third round robin, only one phase was conducted using a predefined set of values for the 

boundary conditions of the room.  

Although results of the established modern simulation software might be more consistent today, 

variations are still to be expected, especially for sensitive parameters and auralizations. In the 

first phase of the current round robin boundary conditions are provided, in the second phase the 

measured results of the scenarios will be published and all participants will get the chance to 

http://rr.auralisation.net/
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match their simulation results to the measured data. This work discusses the procedures for the 

acquisition of both phases, measurements of materials as well as inverse calculations based on 

room acoustics measurements. The focus of this paper is on the impact of different absorption 

coefficient datasets on the room acoustics simulation results.  

2 Acquisition methods of boundary conditions 
2.1 Standardized measurements of absorption coefficients 
The two standard measurement methods for determining absorption coefficients of materials 

are the reverberation chamber method [9], which has the restriction that only a diffuse sound 

field absorption coefficient can be determined and a large laboratory room is required, and the 

impedance tube method [10], which can only be used to determine the normal incidence 

absorption. The reproducibility of these measurements is rather poor. Significant deviations 

between repeated measurements of the same laboratory and also between laboratories have 

been observed [11] [12]. These uncertainties dominate the overall uncertainty of computer 

simulations [1]. Furthermore, these methods are not suited for validation projects in practice, 

because it is challenging to prepare samples for the measurements, as surfaces and objects in 

rooms often do not have the suitable dimensions cannot be easily extracted. 

2.2 In situ methods 
To be able to measure the materials as used in the application it is necessary to measure in situ 

absorption coefficients. There exist a number of different approaches to make this possible. For 

instance, the subtraction method [13] where the incident and reflected sound wave are 

separated in the time-domain to determine the reflection coefficient. Another approach is to use 

a measurement probe with both a pressure and velocity sensor (PU probe) to directly calculate 

the local impedance [14][15]. The general problem with these existing in situ methods is the 

necessity to make an assumption of the type of wave field. Since it is not possible to identify or 

control the type of wave field as in the methods mentioned in 2.1, this results in different results 

for the same material, but placed in different wave fields. Limitations due to the selection as well 

as the positioning of sound sources and sensors as well as calibration issues also lead to 

substantially different results for some materials and to a limited valid frequency range of in situ 

methods [16].  

2.3 Inverse approaches to calculate parameters 
Recently, some approaches have emerged to inversely determine absorption coefficients for 

room acoustic simulations [17] [18]. These approaches are based on an optimization process 

adjusting the absorption coefficients of a room acoustical simulation until the simulated results 

match the room acoustic measurement. If the assumption is made, that the applied simulation 

model accurately models the sound propagation in rooms, this technique provides another way 

of determining the characteristics of the room materials. Such a method, using a genetic 

algorithm, was also integrated in the room acoustic software ODEON [19]. Here, the 

optimization stops if a target parameter, e.g., T30, has reached the measured value. In 
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Section 3.2, this method is referred to as inverse Odeon. For the Raven simulation software 

[20], a more detailed method was proposed, which optimizes the reflection paths of ray tracing 

particles in an efficient process until the energy decay curve of the measurement is matched 

(“Raven EDC”) [17]. The method used for the Raven RAP input data uses a simplified 

optimization process comparing only the resulting room acoustic parameters of the Raven 

simulations instead of considering reflection patterns. More details and comparisons regarding 

these approaches will be part of future publications. 

3 Example comparison of acquisition methods 
3.1 Absorption coefficients of an absorber measured with different methods  
Whenever the boundary conditions for room acoustics simulations have to be acquired, it is not 

only the question of the measurement method, but also of the selection of the investigated 

situation. The distances from source to the materials and the angle of incidence of the reflection 

are two parameters which describe the situation of the acoustical reflection in more detail. While 

for geometrical acoustics simulation, the application of random incidence absorption 

coefficients, measured in reverberation chambers, is established, other research investigates 

the relevance of angle dependant absorption or reflection modelling for the simulation 

models [21][22]. Thus, in addition to the measurement uncertainties and reproducibility 

problems of standardized laboratory methods (see Section 2.1), the discrepancy between 

measured situation and the situation in the simulated scenario is another source for deviations 

of simulated results. To demonstrate the range of these effects, four different measured 

absorption coefficients of the same material (stone wool ceiling tiles) are compared in Figure 1.  

 

Figure 1: Absorption coefficients determined by four different measurement methods 

The data of the blue curve was measured using a transfer function methods. The reflection at 

the material (size: 4.2m*4.2m) was measured in a hemi-anechoic chamber for a reflection path 

length of 6 m and compared to a free field response of the same source and distance. This was 

done for three angle of incident (30°, 45° and 60°), the average of these three measurements is 
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displayed. The second absorption coefficient dataset (red curve) was measured according to 

ISO10534 in the impedance tube (four microphones in a tube with a diameter of 2”) and can be 

directly compared to the in situ measurement (yellow curve) as both are measured for normal 

incidence. The in situ measurement was done with an impedance gun including a microflown 

PU-probe. The distance of the sensor to the material was 20 mm; the loudspeaker-material 

distance was 535 mm. The last dataset (purple curve) is provided by the manufacturer of the 

material for the frequency range from 125 Hz up to 4000 Hz. Lower and higher frequencies are 

estimated according to a typical expected behavior of a porous absorber. The measured values 

are based on a reverberation chamber measurement according to ISO354. The comparison 

shows that not only the angle of incidence can have a substantial effect on the measurement 

results, but also the selection of different measurement methods (impedance tube vs. in situ 

measurement) can lead to absolute deviations of more than 10%. Additionally, it should be 

considered, that the kind of material, a porous absorber is less prone to relative deviations as a 

large amount of the reflected energy is absorbed, especially in the higher frequencies.  

3.2 Impact of differently acquired boundary conditions on simulation results 
A practical scenario was investigated by a student who is experienced with room acoustics 

simulation. Without knowledge of the room acoustics measurement results, he was instructed to 

simulate the room acoustics using two different simulation tools. The first task was to inspect the 

room and collect datasets for the boundary conditions from available databases and literature. 

In a second step additional input data sets based on in-situ measurements and inverse 

calculation models were provided and should be also be applied for the room simulations. 

3.2.1 Investigated scenario: Empty seminar room 
The room (see Figure 2) was chosen as an example for a small enclosure (V=145 m³, 

S=188 m²) within the recently initiated round robin on auralization. It is unfurnished and does not 

contain any room acoustic treatment or special materials. The room shape can be roughly 

characterized by a shoebox, two corners contain cuts leading to ten main faces in the 3d model. 

Five different materials were assigned to the surfaces of the room for the room acoustical 

simulation. 

  
Figure 2: Photograph of the empty seminar room (left), 3d room model of seminar room (right). 

Blue circles indicate the sound source positions; black crosses show the microphone positions  
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3.2.2 Simulations with the room acoustic software Raven 
The first applied simulation model is the software Raven, which uses a hybrid model combining 

image sources and a ray tracing algorithm [20]. For all simulation results, early reflections up to 

the second order were calculated, the ray tracing used 10,000 rays per octave band. A diffuse- 

rain scattering model was applied, although for most materials, the scattering coefficients were 

rather low (between 0.05 and 0.1). Raven uses third octave absorption coefficients from 20 Hz 

to 20 kHz. Missing data in some datasets (i.e., for low and high frequencies) was inter- and 

extrapolated. The simulation engine provided monaural room impulse responses which were 

processed in MATLAB with the ITAToolbox [23] to obtain the room acoustic parameters T30 

and C80 in third octave bands.  

Figure 3 shows the relative deviation of the simulated T30 values compared to the results of the 

measurement for identical receiver and source positions. In total six different material datasets 

were selected for the simulations. In the plot on the left hand side (a), an absorption coefficient 

dataset is based on an in situ measurement with a microflown PU probe (sensor distance: 

20 mm, loudspeaker distance: 535 mm) and two database datasets are compared to the 

measured values. The first selected database is the one included in the ODEON software, the 

other coefficients are originated from the database provided by the PTB Braunschweig [24]. 

Graph (b) shows the deviations for three input datasets determined by different inverse 

techniques, as described in Section 2.3. The same six input datasets are also shown for the 

remaining figures 5-7. No absolute values of simulated and measurements are given as the 

investigated room is part of the current round robin on auralization and no information about the 

measured results will be published during the first phase of the comparison.  

 
(a) 

 
(b) 

Figure 3: Relative deviation of reverberation times (T30) for Raven simulations based on 
differently acquired absorption coefficients (a) and based on different inverse models (b) 

All input datasets show substantial deviations mostly above the JND of the reverberation time. 

Especially the blind estimation based on the in situ data and the database values show errors 

ranging from 10% up to almost 80% in case of the in situ data. This situation is improved, as 
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expected, for the inversely determined dataset; the deviations however are still mostly above 

the JND of 5%. Here, one would expect that for the inverse datasets of the Raven methods, the 

deviations would converge towards 0% as T30 was the parameter the absorption coefficients 

were matched to. There are several reasons why this is not the case: The inverse model did not 

consider scattering in the simulation, and it was done by another person who used a different 

configuration of the simulation. As this research has the goal to investigate the practical 

implications of using different input data for room acoustic simulation, there was no 

communication beforehand between the person preparing the Raven inverse datasets and the 

person conducting the simulations. Figure 4 shows the clarity parameter evaluated for the same 

simulations. The database values from ODEON and PTB databases do not strongly differ from 

the measurements. For the inverse calculations, the same tendency can be observed as for the 

T30 results: Deviation decreases and is in the range of 1 dB above or below the JND of 1 dB. 

 
(a) 

 
(b) 

Figure 4: Deviation of clarity parameter (C80) for Raven simulations based on differently acquired 
absorption coefficients (a) and based on different inverse calculation models (b) 

3.2.3 Simulations with the room acoustic software ODEON 
The simulations were conducted with the software ODEON 14 Auditorium, the number of rays 

was set to 10,000 and the transition order was 2. A single valued scattering coefficient was 

selected to approximately match the curves for the scattering coefficients used in Raven. To 

generate the input parameter set inverse Odeon the Genetic Material Optimizer was selected to 

optimize the material for the parameter T30. Not all measured positions were passed to the 

optimizer, but only one representative position was selected to also emulate insufficient 

documentation of measurements and simulation in practice. In ODEON absorption coefficients 

are defined for octave bands in the frequency range from 63 Hz to 8 kHz.   

Figure 5 shows the relative deviation of the T30 parameter evaluated for the simulation results 

using the six different absorption coefficient datasets. The output parameters were directly 

provided by the ODEON software for octave band frequencies. The general deviation of all input 

datasets is similar to the T30 curves for the Raven software (cf. Figure 3), which indicates that 
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the simulation models do not react differently to varying absorption datasets. Due to the octave 

band evaluation, the overall deviation seems to be slightly lower and especially the inverse 

Odeon simulation shows acceptable results with deviations below the JND for some 

frequencies.  

 
(a) 

 
(b) 

Figure 5: Relative deviation of reverberation times (T30) for ODEON simulations based on 
differently acquired absorption coefficients (a) and based on different inverse models (b) 

The deviation of C80, shown in Figure 6, calculated by ODEON is slightly above or below the 

JND of 1 dB for all datasets except for the in situ data. The results of the database values of the 

PTB and ODEON are mostly below the JND, while the absorption coefficients based on the 

inverse calculations, especially inverse Odeon and inverse Raven EDC, lead to the best results 

using ODEON, if evaluated for octave bands.  

 
(a) 

 
(b) 

Figure 6: Deviation of clarity parameter (C80) for ODEON simulations based on differently 
acquired absorption coefficients (a) and based on different inverse calculation models (b) 
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4 Conclusions 
In this research, the challenge of providing input data for the validation and comparison of room 

acoustics simulation software is discussed. Absorption coefficients can either be acquired by 

collecting and processing data from manufactures of room materials, looking up values in 

absorption databases or by in situ measurements based on different techniques.  

A practical scenario, a relatively small room, was investigated using two established simulation 

tools. The deviations of two room acoustic parameters, T30 and C80, were analyzed for both 

simulation tools and for six different absorption datasets. Especially for the reverberation 

parameter, the deviations are well above an acceptable deviation for the most input data sets. 

In general, simulations without the knowledge of measurement results are likely to lead to 

deviations greater than the JND of the analyzed parameters, while inverse processed input data 

based on room acoustic measurements, lead to a reduced error of the simulation results. 

Although this is expected, it should be noted that the inverse data, if generated by another 

software or user with possibly different configurations, will not automatically lead to very good 

simulation results using this data.  

Yet, the idea of optimizing input data is promising and is topic of ongoing research. Especially 

the applied scattering coefficients and scattering models have to be considered to improve the 

quality of the optimization result. 

Acknowledgments 
The authors thank the students Gabriel Murray and Thomas Maintz for their helpful contribution 

to the presented work. This research was funded by the DFG (German Research Foundation) 

as part of the SEACEN research unit (www.seacen.tu-berlin.de).  

 References 
[1] Vorländer, M. Computer simulations in room acoustics: concepts and uncertainties. The Journal of 

the Acoustical Society of America, Vol 133(3), 2013, pp. 1203-1213. 

[2] Tsingos, N.; Carlbom, I.; Elbo, G.; Kubli, R.; Funkhouser, T., Validation of Acoustical Simulations in 
the “Bell Labs Box”, IEEE Computer Graphics and Applications, Vol 22 (4), 2002 pp. 28–37. 

[3] Foteinou, A., Murphy, D., Masinton, A. Verification of Geometric Acoustics Based Auralization Using 
Room Acoustics Measurement Techniques. Proceedings of 128th AES Convention, London, 2010 

[4] San Martín, R., Arregui, A., Machín, J., Arana, M. Comparison of measured and simulated room 
acoustic parameter values using high resolution grids. Acoustics Australia. Vol. 42(1), 2014, p. 27. 

[5] Vorländer, M., International Round-robin on Room Acoustical Computer Simulation. Proceedings of 
15th ICA, Trondheim, Norway.1995, pp. 689-692. 

[6] Bork, I., A comparison of room simulation software - the 2nd round robin on room acoustical 
computer simulation” Acta Acustica united with Acustica, vol. 86, 2000, pp. 943-956. 

[7] Bork, I., Report on the 3rd round robin on room acoustical computer simulation - Part I: 
Measurements Acta Acustica united with Acustica, vol. 91, 2005, pp. 740-752. 

[8] Bork, I., Report on the 3rd round robin on room acoustical computer simulation - Part II: Calculations, 
Acta Acustica united with Acustica, vol. 91, 2005, pp. 753-763. 



 

10 
 

[9] ISO, International Standard ISO-354: Acoustics – Measurement of sound absorption in a 
reverberation room, ISO, 2003. 

[10] ISO, International Standard ISO-10534: Acoustics – Determination of sound absorption coefficient 
and impedance in impedance tubes, ISO, 1998. 

[11] Vercammen, M., Improving the accuracy of sound absorption measurement according to ISO 354, 
Proceedings of the International Symposium on Room Acoustics, Melbourne, Australia, 2010. 

[12] K.V. Horoshenkov et al., “Reproducibility experiments on measuring acoustical properties of rigid-
frame porous media (round-robin tests)”, JASA, vol. 122(1), 2007, pp. 345-353. 

[13] Mommertz, E. Angle-dependent in-situ measurements of reflection coefficients using a subtraction 
technique Applied acoustics Vol. 46(3), 1995, pp. 251-263. 

[14] Tijs, E. Study and development of an in situ acoustic absorption measurement method. PhD Thesis, 
University of Twente, 2013 http://dx.doi.org/10.3990/1.9789036535212 

[15] Müller-Trapet, M., Dietrich, P., Aretz, M., van Gemmeren, J., Vorländer, M. On the in situ impedance 
measurement with pu-probes - Simulation of the measurement setup. The Journal of the Acoustical 
Society of America, Vol 134(2), 2013, pp. 1082-1089. 

[16] Aretz, M., Dietrich, P., Behler, G. Comparison of in situ measuring methods for absorption and 
surface impedances. Proceedings of Internoise, 13-16 June 2010, Lisbon, Portugal.  

[17] Pelzer, S., Vorländer, M. Inversion of a room acoustics model for the determination of acoustical 
surface properties in enclosed spaces. In Proceedings of Meetings on Acoustics, Vol. 19(1), 2013, 
pp. 015115 (9). 

[18] Pilch, A. Optimization in the validation of the room acoustic model. Proceedings of EuroRegio / 9
th
 

Iberian Acoustics Congress, 13-15 June 2016, Porto, 2016. 

[19] Christensen, C. L., Koutsouris, G., Rindel, J. H.  Estimating absorption of materials to match room 
model against existing room using a genetic algorithm. Proceedings of Forum Acusticum, Krakow, 
2014. 

[20] Schröder, D. Physically based real-time auralization of interactive virtual environments. PhD Thesis, 
RWTH Aachen University, 2012. 

[21] Marbjerg, G. H., Brunskog, J., Jeong, C. H., Nilsson, E. Development of a pressure based room 
acoustic model using impedance descriptions of surfaces. Proceedings of Internoise, Innsbruck, 
Austria. 15-18 Sep, 2013. 

[22] Pelzer, S., Müller-Trapet, M., Vorländer, M. Angle-dependent reflection factors applied in room 
acoustics simulation. Proceedings of AIA-DAGA, 18-21 March 2013, Merano, Italy, 2013. 

[23] Dietrich, P., Guski, M., Klein, J., Müller-Trapet, M., Pollow, M. Measurements and Room Acoustic 
Analysis with the ITA-Toolbox for MATLAB. Proceedings of AIA-DAGA, 18-21 March 2013, Merano, 
Italy, 2013.  

[24] PTB Braunschweig, Absorption coefficient database (Last update: May, 30th, 2012), available online: 
https://www.ptb.de/cms/fileadmin/internet/fachabteilungen/abteilung_1/1.6_schall/1.63/abstab_wf.xls 

 

http://dx.doi.org/10.3990/1.9789036535212

